State of the art on ethical, legal, and social issues linked to audio- and video-based AAL solutions

Working Group 1.
Social responsibility: Ethical, legal, social, data protection and privacy issues

December 2021
This publication is based upon work from COST Action GoodBrother – Network on Privacy-Aware Audio- and Video-Based Applications for Active and Assisted Living, supported by COST (European Cooperation in Science and Technology).

COST (European Cooperation in Science and Technology) is a funding agency for research and innovation networks. Our Actions help connect research initiatives across Europe and enable scientists to grow their ideas by sharing them with their peers. This boosts their research, career and innovation.

www.cost.eu

Other documents published by the Goodbrother COST Action are available at https://goodbrother.eu/deliverables.
Details about this white paper

Abstract

Ambient assisted living (AAL) technologies are increasingly presented and sold as essential smart additions to daily life and home environments that will radically transform the healthcare and wellness markets of the future. An ethical approach and a thorough understanding of all ethics in surveillance/monitoring architectures are therefore pressing. AAL poses many ethical challenges raising questions that will affect immediate acceptance and long-term usage. Furthermore, ethical issues emerge from social inequalities and their potential exacerbation by AAL, accentuating the existing access gap between high-income countries (HIC) and low and middle-income countries (LMIC). Legal aspects mainly refer to the adherence to existing legal frameworks and cover issues related to product safety, data protection, cybersecurity, intellectual property, and access to data by public, private, and government bodies. Successful privacy-friendly AAL applications are needed, as the pressure to bring Internet of Things (IoT) devices and ones equipped with artificial intelligence (AI) quickly to market cannot overlook the fact that the environments in which AAL will operate are mostly private (e.g., the home). The social issues focus on the impact of AAL technologies before and after their adoption. Future AAL technologies need to consider all aspects of equality such as gender, race, age and social disadvantages and avoid increasing loneliness and isolation among, e.g. older and frail people. Finally, the current power asymmetries between the target and general populations should not be underestimated nor should the discrepant needs and motivations of the target group and those developing and deploying AAL systems. Whilst AAL technologies provide promising solutions for the health and social care challenges, they are not exempt from ethical, legal and social issues (ELSI). A set of ELSI guidelines is needed to integrate these factors at the research and development stage.
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1. Cost Action 19121 and this White paper

1.1 Cost Action 19121: GoodBrother

The European Cooperation in Science and Technology (COST) is a funding organisation for the creation of research networks, called COST Actions (CA). These networks offer an open space for collaboration among scientists across Europe (and beyond) and thereby give impetus to research advancements and innovation. Many institutions around Europe participate actively in the CA19121 - Network on Privacy-Aware Audio- and Video-Based Applications for Active and Assisted Living, also called GoodBrother.

Europe faces crucial challenges regarding health and social care due to the demographic change and current economic context. Active Assisted Living (AAL) technologies are a possible solution to support tackling them. AAL technologies aim at improving the health, quality of life, and wellbeing of older, impaired, and frail people. AAL systems use different sensors to monitor the environment and its dwellers. Cameras and microphones are being more frequently used for AAL. They monitor an environment and gather information, being the most straightforward and natural way of describing events, persons, objects, actions, and interactions. Recent advances have given these devices the ability to ‘see’ and ‘hear.’ However, their use can be seen as intrusive by some end-users such as assisted persons and professional and informal caregivers.

GoodBrother aims to increase the awareness of the ethical, legal, and privacy issues associated with audio- and video-based monitoring and to propose privacy-aware working solutions for assisted living by creating an interdisciplinary community of researchers and industrial partners from different fields (computing, engineering, healthcare, law, sociology) and other stakeholders (users, policymakers, public services), stimulating new research and innovation. GoodBrother will offset the “Big Brother” sense of continuous monitoring by increasing user acceptance, exploiting these new solutions, and improving market reach.

1.2 Working Group 1 on Social Responsibility: Ethical, legal, social, data protection and privacy issues

Experts from diverse disciplines are analysing the ethical, legal, data protection and privacy issues associated with the use of cameras and microphones in private spaces, and how to manage multi-party privacy preferences. They also study the differences according to gender and cultural/societal background in the perception of these issues. This WG aims to establish the core requirements that AAL solutions must fulfil to consider ethico-legal issues and to integrate privacy by design and by default. Those requirements will set up the guidelines for the technical WGs (WG2, WG3 and WG4).

The Workgroup goals are:

- Review the current European and international legislation and the ethical issues that underpin this on the use of audio- and video-based monitoring in private environments.
• Study the differences in the perception of privacy depending on the culture, society, gender and age of the users, and analyse the situations and conditions in later life, i.e. occurrence of a fall, which may affect that perception.

• Investigate the potential benefits and barriers of AAL technology adoption for people in need of care.

• Support the development of privacy-aware monitoring systems by a continuous exchange of knowledge with technological participants in the Action.

• Promote the consideration of ethical, legal, privacy and gender matters in the design of AAL solutions. Inform other WPs on the ethico-legal requirements in the design and development of AAL solutions.

1.3 Objectives of this White Paper

The objectives of this white paper are to:

• Define the relevant ethical aspects relating to AAL and distinguish these from the legal issues which are concerned with data protection and privacy as associated with the use of surveillance technology: cameras and microphones in private spaces, and how to manage multi-party privacy preferences.

• Review the current European and international legislation and examine the ethical issues that underpin these on the use of audio- and video-based monitoring in private environments.

• Study the differences in the perception of privacy depending on cultural understandings, social practices, gender, age, and health condition of the users, and analyse the situations through life, i.e. occurrence of a fall, which may affect that perception.

• Investigate the potential benefits and barriers of AAL technology adoption for people in need of care.
2. Background information

2.1. Terminology

The concept of “Active and Assisted Living” (AAL) emerged in the early 2000s, by evolving the concept of assistive technologies to address the societal challenges of health, demographic change and wellbeing. Several definitions of AAL have appeared so far in the literature (Florez-Revuelta & Chaaraoui, 2016; Marques, 2019). The term AAL can be broadly referred to the use of innovative and advanced Information and Communication Technologies (ICT) to create supportive and inclusive applications and environments that may enable older, impaired or frail people to live independently and stay active longer in society (AGE, 2016a). AAL has capitalized on the growing pervasiveness and effectiveness of ICT applications to supply the persons in need with smart assistance, by responding to their necessities of autonomy, independence, comfort, security and safety. From an initial version, mainly related to indoor environments, AAL concept has broadened to include outdoor and on-the-move facilities, to ensure the continuum of support and care, thus increasing autonomy and independence of the assisted individuals.

This has resulted in a plethora of AAL solutions that respond to core needs by:

- supporting and ensuring sustained wellbeing, quality of life, and safety of people with any kind of impairment
- alleviating the burden of chronic diseases, also by ensuring continuous and remote monitoring and contrasting the shortage of health personnel
- contributing towards more sustainable health, care, and social services, by reducing the pressure on formal health and care infrastructures thanks to remote monitoring and tele-assistance preventing ageing and impaired community from social isolation
- supporting and relieving the burden of formal and informal caregivers
- promoting better and healthier lifestyles for the individuals at risk
- enacting disease prevention strategies based on personalised risk assessment and continuous monitoring.

With respect to the last issue, in the middle 2010s, the so-called Quantified Self movement emerged thanks to the upsurge of consumer-friendly wearable sensors (e.g., smart watches, smart bracelets, or wristbands). The idea behind this movement is to promote the self-tracking and self-monitoring of a person’s health information to increase the self-awareness of her or his health status. Quantified Self and AAL technologies strongly overlap, especially when considering lifelogging and vital signs monitoring application scenarios. Similarly, AAL can make extensive use of mobile-Health (mHealth) applications as
well as of the so-called Internet of Healthy Things (IoHT) to monitor and track health-related information (Rodrigues et al., 2018).

The monitoring of personal and vital parameters in order to improve one’s health is also being studied in the Internet of Things (IoT) field. ‘Health-related Internet of things’ (H-IoT) or the ‘Internet of Medical Things’ (IoMT) technologies increasingly play a key role in health management, for purposes including disease prevention, real-time telemonitoring of patient’s functions, testing of treatments, fitness, and well-being monitoring, medication dispensation, and health research data collection. H-IoT and IoMT are combined with context-aware environments, which have the capability of sensing and analysing their surroundings, to foster the concept of smart healthcare (s-health) defined as the provision of healthcare in context-aware environments such as smart cities, smart hospitals, or smart homes (Solanas et al., 2014).

Despite aiming at diverse goals, AAL systems should share some common characteristics (Blackman et al., 2016). AAL systems are designed to provide support in daily life in an invisible, unobtrusive and user-friendly manner. Moreover, they are conceived to be intelligent, to be able to learn and adapt to the requirements and requests of the assisted people, and to synchronise with their specific needs. In this respect, the field of AAL technologies overlaps, from the technological viewpoint, with many other fields, such as those of Assistive and Supportive Technologies, Ambient Intelligence, Pervasive Computing, Personal Informatics, e-textiles, Internet of Healthy Things, and Robotics. Depending on the embodiment, AAL can include a wide range of robots, especially physically or socially assistive robotics that help users perform certain tasks (Fosch-Villaronga & Drukarch, 2021). From our viewpoint, AAL is an umbrella term that comprises the whole range of adaptive and intelligent ICT solutions that fit into the daily living and working environments, to offer unobtrusive, effective and ubiquitous support to ageing, impaired or frail people. For that reason, the term AAL will be used hereafter.

2.2. Technical underpinnings of audio- and video-based AAL solutions

The application scenarios that AAL is conceived to address are complex, due to the inherent heterogeneity of the end-user population, their living arrangements, and their physical conditions and or impairment (Rashidi & Mihailidis, 2012). Some of the most common and effective functionalities include:

- improving safety at home by preventing accidents and incidents that might occur in an assisted environment via, for instance, fall detection systems (see Figure 1), alarms and warnings
- maintaining under control chronic diseases or medication compliance, with connected devices for vital data measuring as well as medication reminders
- maintaining physical and mental abilities, with the support of intelligent mobility aids, coaching systems and brain-training activities
• maintaining interaction with other people with dedicated apps and online community platforms
• improving quality of life for caregivers with technology for information sharing, and better coordination
• early detecting risks in care homes, thus reducing the number of accidents and improving communication between caregivers and their patients.

An AAL system (see Figure 1) incorporates sensor technologies that enable the acquisition of useful data about the ambient settings and the environment as well as the psychophysical conditions and the activities of the assisted individuals. The sensor technologies constitute the sensing or perception layer of the system. Dedicated algorithms process the data acquired by the sensors with the goal to understand, detect or measure the conditions of interest, for instance to recognise the activities of the assisted person to identify a risky situation (e.g., a fall) or to assist her in performing a task (e.g., dressing up). These algorithms compose the data-processing or understanding layer of an AAL system. The data can be stored locally and the algorithms can be embedded in the living environment or in mobile devices (this situation is currently referred to as computing or processing at the edge or edge processing/computing) or the processing layer can be located on distant servers on the cloud. Currently, the data processing layer is often a mixture of algorithms at the edge and on the cloud. In accordance with the information inferred by interpreting the sensed data, the AAL system can provide the end-users with feedback, for instance on suggestions on what to do next when performing a task, alarms or alerts when a risky situation is detected, or engaging them in a game. This happens through the actuator/application or interaction layer. This layer comprises the user interfaces and may require additional computing facilities to support the interactions, such as planning and controlling (Becker, 2008). The sensor layer can be composed of simple smart and connected devices (i.e., the so-called Internet-of-Things) or it can correspond to a more complex sensor network composed by environmental sensors, intelligent devices, video cameras, or audio-based home assistants (Cicirelli et al., 2021).

Figure 1. Diagram of a smart home showing the network among different stakeholders (retrieved from Majumder et al., 2016).
Environmental and appliance sensors can acquire information about temperature, humidity, air quality as well as the status and usage of the appliance. Moreover, non-invasive sensors, such as cameras or infrared sensors, can be mounted in several places and integrated in various devices (i.e., the so-called smart objects) and appliances (e.g., mirrors, TVs, rings, bracelets, watches), to monitor individuals in a non-obtrusive and easily acceptable manner, without affecting their normal activities. Accelerometers, gyroscopes, infrared or radar sensors can be embedded into smartphones or wearable devices, such as smart watches, fitness bands, clothing and fabrics to continuously monitor people in both indoor and outdoor applications. Other medical devices (e.g., pulse oximeters, blood pressure monitors) can be connected to the network, thus allowing for the automatic transfer of vital parameters. Among the various typologies introduced above, the video and audio sensors are some of the most powerful ones in terms of the information they convey. For instance, a single camera placed in a room can record most of the activities performed in the room, thus replacing many other non-visual sensors. As the costs of cameras dropped a lot in the last decades, a plethora of works have used cameras and Computer Vision techniques to address most of the AAL applications scenarios, boosting notably the field. Currently, video-based applications are able to recognise and monitor the activities, the movements, and the overall conditions of the assisted individuals as well as to assess their vital parameters (e.g., heart rate, respiratory rate) (Cicirelli et al., 2021). Similarly, audio sensors have shown a big potential to become one of the most important modalities for interaction with AAL systems, as they can have a large range of sensing, do not require physical presence at a particular location and are physically intangible. Moreover, using voice is a more natural way of interaction than tactile interfaces (Portet et al, 2019).

The AAL application scenarios that have been successfully addressed by taking advantage of video and audio data include:

- activity and behaviour recognition
- fall detection and prevention
- gesture recognition
- mobility assessment and frailty recognition
- cognitive and motor rehabilitation
- activity and personal assistance
- lifelogging and self-monitoring
- remote monitoring of vital signs
- emotional state recognition
- food intake monitoring.
Overall, audio and video-based sensors appear as the less obtrusive sensors with respect to the hindrance that other wearable sensors can cause to one’s activities because they are usually not in direct contact with the person’s body. Nevertheless, they are often perceived as the most intrusive technologies from the viewpoint of the privacy of the monitored individuals. This is in part due exactly from the richness of the information these technologies convey and the intimate setting where these are inserted.

2.3. Monitoring capabilities

The Cost Action GoodBrother aims to increase the awareness of the ethical, legal, and privacy issues associated with audio- and video-based monitoring for AAL, which largely deals with personal data. The need to consider the ethical and legal issues that link to audio- and video-based monitoring for AAL is not new (Lhotska, Havlik, & Panyrek, 2011; Rashidi & Mihailidis, 2012; Belloto et al., 2017). Research in the past has shown the tension between the privacy of users and the need to closely monitor them to improve their safety (Ienca & Fosch-Villaronga, 2019). Monitoring is surveillance, even though the word ‘monitoring’ has tended to be used in relatively benign contexts – including those relating to interpersonal care. ‘Monitoring’, after all, is what we do (as a matter of love, duty or felt obligation) within our families and communities – in order to respond with empathy or practical support when it is needed. Monitoring is, furthermore, embedded in the worlds of practice for those who work within statutory or private bodies whose primary role (as nurses, care and ancillary workers) is to care for or support those who are in need and, for whom, the use of technological tools (from social alarm and telecare services to tele- and video-consultations) have increasingly become part of the daily use.

New technologies carry the capacity by which we, as individuals (perhaps with the implied consent that we give when deciding to walk in the town centre) have not just our movements (where and who we meet, our conversations, what we do and our purchase of potatoes in the grocer’s shop) but also our health, and our emotions identified, analysed (according to unknown, and potentially unknowable, criteria) and shared. These technologies are always sold as a convenient, smart addition to our environment, but if they are deployed without guaranteeing a privacy-by-design (PbD) approach, they create a potential surveillance architecture that might be misused having an impact, not just on us but on the future generations as well. Audio- and video-based AAL solutions are designed to operate in both private and public environments. AAL devices with communication capabilities can be seen as a particular case of IoMT or H-IoT and can be carried by the user or embedded in environments, such as the home, residential care, workplace or public spaces. In each case, as Mittelstadt (2017, p. 160) pointed out “a window into people’s private life is created, thus, enabling the collection of data about the user’s health and behaviours and the analysis by third parties”. In addition, if the collected data are not securely stored and managed, they might be leaked and those very sensitive data could be released without authorisation, creating irreparable damage. The main issue with this technology, as observed by Mittelstadt (2017, p. 160) is that “the lives of users can be digitised, recorded, and analysed by third parties, creating opportunities for data sharing, mining, and social categorisation”. Therefore, these basic functions may help to improve healthcare and safety through monitoring and personalised
interventions (Pasluosta et al. 2015), but at the same time, they create opportunities for violating informational privacy. The nature of technology use (including that which employs video- and audio-based monitoring) and the increasing use of ‘black box’ artificial intelligence tools to analyse data that people may or may not know to have been harvested, may have introduced a growing level of public mistrust since they consider this data gathering as privacy invasion. However, if properly used Artificial Intelligence could help us protect privacy and reduce cybersecurity risks (Kroll et al. 2021). Although there are plenty of technical solutions that enable the private and secure collection, storage, and analysis of data, namely homomorphic encryption, zero-trust architectures (Bertino, 2021), secure multiparty computation, statistical disclosure control; they are not always put in place, and people are left with their right privacy at risk.

There are various technologies that protect personal data but all of them have the same goals (Hype Cycle for Privacy by Gartner, 2021):

- Enable or improve control over the usage of personal data (for example, discovery and data classification).

- Create a transparent environment and demonstrate compliance (for example, privacy management tools).

- Reduce the possibility of data misuse (for example, zero-knowledge proofs and homomorphic encryption). Reduce the likelihood of unwanted outcomes (for example, format-preserving encryption).

- Assist with risk-reduction procedural decision-making (for example, privacy by design).

- Customer service should be improved (for example, influence engineering).

2.4 Privacy and control

When interpreting the concept of privacy, different authors look at privacy from different aspects, so some talk about the physical aspects of privacy, while others focus on personal data. Solove (2008) proposed six main categories that can all be used when referring to privacy: (1) the right to be left alone, (2) limited access to self, (3) secrecy, (4) control over personal information, (5) personhood – protection of identity and dignity, and (6) intimacy. Privacy can be conceptualised as a process of border control in which an individual actually determines and controls with whom and how he will communicate (Pedersen, 1999). Privacy can be also viewed from three basic aspects (Lanier and Saini, 2008): (1) information privacy, (2) accessibility privacy, (3) expressive privacy. Information privacy refers to the control over individual data; accessibility privacy seeks to protect the individual from traditional types of privacy breaches such as eavesdropping on communications, surveillance, and unauthorized access.
to private space; while the privacy of expression refers to the ability of an individual to freely decide, express himself and communicate with his environment. As observed by Miguel (2013), several authors (e.g., Fried, 1968; Reiman, 1976; Innes, 1992) point out that privacy works through control over our personal information. In recent years, information(al) privacy has emerged as the key type across disciplines because of the growing importance of ICTs and legal frameworks that situate privacy predominantly as a data protection issue (Smith et al., 2011). This informational understanding is implicit in the widely used definition by Westin (1967, p. 7) of privacy as “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others”.

However, a broader perspective is needed that goes beyond informational privacy. Burgoon’s (1982) differentiation of informational, social, psychological and physical privacy proves useful (Lutz et al., 2019) to address the affordances of smart technologies, such as AAL, smart speakers and social robots, offering a holistic perspective. **Physical privacy** is understood as “the degree to which one is physically inaccessible to others” (Burgoon, 1982, p. 211). It includes spatial considerations, for example where a specific technology is implemented and used. **Social privacy** describes the communicational dynamics of privacy and has a relational component tied to interpersonal boundary management, including aspects such as intimacy and protection. When technologies are interactive and serve social needs, such as social presence, this type of privacy becomes especially important. **Psychological privacy** is about cognitive and affective inputs and their control. Thus, this form of privacy falls within the “freedom to” types of privacy, rather than the “freedom from” (Koops et al., 2016), stressing its agentic role for personal growth. Finally, **informational privacy** describes the extent to which a person’s information is protected. Thus, privacy has to be understood in a physical, social, psychological and informational sense.

What some groups and cultures perceive as highly privacy-invasive constitutes a normal routine for others. Thus, it helps to situate privacy in a specific cultural, historic, and social context. Nissenbaum (2004, 2010) developed the theory of privacy as contextual integrity to systematically account for the context-specificity of privacy. The theory relates privacy to context-specific information norms, where privacy is intact as long as the context-specific information norms are respected (e.g., the use of health data for targeted advertising might be seen as a privacy violation as opposed to the use of the same health data for medical research). The framework of contextual integrity encompasses two fundamental elements: (1) social context and (2) context-relative informational norms. Context means structured social settings characterized by roles, activities, norms/rules, relationships, power structures and values. Context-relative informational norms prescribe the flow of personal information in a given context, therefore information flows within a context that does not abide by existing norms are perceived as privacy violations. Several researchers have applied the theory of contextual integrity in the context of AI/ IoT (e.g., Kökciyan & Yolum, 2020; Kurtan & Yolum, 2021; Lutz & Newlands, 2021).

As these technologies become more widely utilized, there is rising worry about what sensitive data are collected and how they are used. Audio- and video-based technologies for AAL devices generate a large
volume and variety of data describing the personal health and behaviours of users. Much of these data can be used for medical research and consumer analytics. The design of protocols to enable user and third party access to these datasets also raises ethical concerns. Since health data are usually considered as particularly sensitive information, Mittelstadt (2017, p. 163) highlights that “informational privacy is a central concern for the design and deployment of audio- and video-based technologies for AAL devices insofar as it contributes to gain control over the spread of information about the user’s health status and history”. Only by combining privacy management, privacy control, and security capabilities, mature privacy management can be attained.
3. Ethical aspects

3.1 Ethical principles in the context of AAL

H-IoT, IoMT and context-aware environments promise many benefits for health and healthcare if their security and privacy are properly guaranteed (Machin et al., 2021). However, they also open the door to a variety of ethical issues stemming from the inherent risks of Internet-enabled devices, the sensitivity of health-related data, and their impact on the delivery of healthcare’ (Mittelstadt, 2017). Mittelstadt (2017) analyses the ethics of H-IoT at a device, data, and practice level. In the particular arena of healthcare, there is (threatened or promised) the prospect of what were services based on care becoming simply transactions in relation to diagnoses, assessments and decisions about us based on digital information from our digitised bodies. Clinical diagnosis requires a medical expert to assume legal responsibility and subsequently relies on detailed procedures, such as those described in the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) for mental healthcare. Such a formalism will contain, for each condition, the diagnostic classification, the diagnostic criteria sets, and a descriptive text. AI-based systems can become useful tools for the experts, providing quantification of indicators and facilitating diagnosis. Even then, increased mediation by automated systems in healthcare generates many ethical, legal, and societal challenges. It is necessary to point to some of the reasons why our mission in this Cost Action 19121 carries an imperative to adequately address the potential for the notion of surveillance that these technological tools might bring.

The basic ethical principles that underpin the use of audio- and video-based technologies for AAL and its incorporation into a wide range of applications, most notably healthcare-related ones, have been well defined (Beauchamp and Childress, 2019).

- Beneficence: the doing of good deeds with no specified limitation
- Non-maleficence: the avoidance of harm and requiring a risk/benefit analysis
- Respect for autonomy: the recognition that an individual can make their own choices and understand the consequence of these choices
- Confidentiality: the maintenance and protection of personal details and information that may reveal personal details

In addition, there are the tenets of justice and fair apportionment of resources, protection of the vulnerable and ensuring that information given is complete, accurate and sufficient to allow for informed consent.

In essence, all technology needs to be assessed for at least these main aspects:
i. its ‘goodness’ i.e., what good will this novel device do, for whom, for how long and are there better alternatives? This will require a very thorough analysis to determine who will be the beneficiary. An AAL technology that allows an older person to live in their own home and have routine surveillance by an adult or carer may bring benefits to the latter, but may not necessarily be the best option for the older individual for whom it is purported to bring benefit, if for example, this person needs frequent human contact and feels that independent living equates to loneliness.

ii. a risk/benefit analysis to determine all risks involved, current and future and to appraise these against the benefits. Ethics by design is an attempt to do this, but it is not always successful. A full and frank evaluation should always involve the full range of prospective users and requires regular re-evaluations and updates by a multi-disciplinary team.

iii. respect for autonomy requires an understanding of the responsibility that is conferred on an autonomous adult and appreciation of the fact that this does not apply to all persons as enshrined in law e.g., minors and adults with impaired mental capacity are not considered autonomous and require another person to make decisions for them. An autonomous adult should be permitted to decide what technologies (s)he wishes to use or not and to have that decision respected. This also requires that all relevant information is the property and impartially conveyed to such a person so that decisions made are fully informed.

iv. maintenance of confidential information and data that may reveal confidential information. In some instances, technology risks disclosure of confidential information because a complete assessment of all possible scenarios in which data can be leaked, disclosed without authorisation or misused, have not been considered. This ethical principle has a legal counterpart in data protection regulations and hence the two are often confused. Ethics ensures the consideration of the individual and respect of their confidentiality not because the law dictates that data should be protected, but because the individual is worthy of such respect, which includes the respect for intimacy, as a significant element of personal dignity and physical privacy.

3.2 Ethical impacts of audio- and video-based technologies for AAL

3.2.1 The obtrusiveness, autonomy, consent and data ownership
The obtrusiveness of AAL technologies represents one of the significant impacts on users’ life affecting users’ acceptance and long term use (Mittelstadt, 2017). Different attempts to define obtrusiveness have been provided, primarily focusing on distinguishing between physical and mental obtrusiveness (Hensel et al., 2006). Another issue that emerges from obtrusiveness related to the visibility of clinical devices is stigma due to association with a disease or health condition. Stigma could impact the sense of identity and behaviours. Older users may experience feelings of frailty when devices and sensors are publicly visible as they indicate illness or a need for monitoring (Courtney et al., 2008, Mittelstadt, 2017). The sense of obtrusiveness may be distorting for a person, such as walking around the pressure sensors.
or disabling them which may be embedded in-home or care environment, or on the contrary, if they “fade into the background”, they can make users more comfortable (Courtney et al., 2007, Mittlestadt, 2017). One of the issues in this “fading into the background” is the validity of consent if a person forgets monitoring is occurring. The consent in these contexts need to be free and independent (Mittlestadt, 2017), and the sense of freedom and independence may be impeded due to the presence of sensors or transmission of data generated by audio- and video-based AAL devices (Mittlestadt, 2017). However, consent also implies the value of the collected data and sharing, having two important concerns. The first one is whether the collected minimal amount and types of data are necessary to deliver the promised service, according to the “minimization principle”, and second to what extent users are informed of the potential value and third party uses of the data they generate (Mittlestadt, 2017). Certainly, to these concerns belongs also the most debatable one data ‘ownership rights’ which are rather vaguely shared by data subject and controllers when it comes to redistribution and modification of audio- and video-based AAL data and guaranteed by privacy and data protection law (Mittelstadt, 2017).

3.2.2. Privacy for secondary use of data

There are many real-life situations in which personal data are stored: (i) Electronic commerce results in the automated collection of large amounts of consumer data. These data, which are gathered by many companies, are shared with subsidiaries and partners. (ii) Health care is a very sensitive sector with strict regulations. (iii) Cell phones and IoT devices have become ubiquitous and services related to the current position of the user are growing fast. If the queries that a user submits to a location-based server are not securely managed, it could be possible to infer the consumer habits of the user. (iv) The massive deployment of video cameras is a reality. On the one hand, this technology will increase security, but on the other hand, it could be seen as a privacy problem.

In some situations, information must be stored as it is and no modification is allowed (e.g. information on the taxes that a given individual should pay cannot be modified, especially when authority must control whether the individual is really paying). In this case, data encryption and access policies seem to be the only way to protect data from being stolen. On the contrary, there exist situations in which data can be slightly altered in order to protect the privacy of data owners (e.g. medical data can be modified prior to their release so that researchers are able to study the data without jeopardising the privacy of patients). In the latter case, the problem is how to modify data to minimise information loss whilst guaranteeing the privacy of the respondents.

3.2.3. Inequalities in access to AAL technologies

Although AAL technologies have been presented as a solution for the global ageing population (AAL Forum, 2021) that may address existing issues in long term care (LTC), such as lack of caring personnel, lack of available places at nursing homes, by empowering individuals with greater autonomy and independence to stay at their own home (Schülke, Plischke, & Kohls, 2010), access to such technologies would be one of the most challenging ethical problems. As perceived, the current existing gap in access to new technologies in senior care provision between individuals in the same country, due to financial
capacity, as well as between high-income countries (HIC) and low and middle-income countries (LMIC) (Giacomin, Boas, Domingues, & Wachholz, 2021) may become even more significant with the widespread use of AAL technologies. Four gaps have been recognized in older adults limited access to assistive technologies in LMIC: 1) lack of awareness among their potential beneficiaries, caregivers and healthcare providers; 2) product designs are insufficiently informed by users' and caregivers' preferences and environments, and transfer of technologies to low-resource settings is limited; 3) barriers to supply include low production quality, financial constraints and scarcity of trained personnel; and 4) the existing dearth of high-quality evidence on the effectiveness of different types of technology (Tangcharoensathien, Witthayapipopsakul, Viriyathorn, & Patcharanarumol, 2018). Such disproportionate access may reflect in AAL technologies as well by enabling access only to those who can afford it, widening the existing social inequalities and affecting the social reality creating a much more significant discrepancy between the "haves" and "have nots" (Wolbring, 2008).

The question of access relates to the Rawlsian theory of distributive justice (Doorn, 2010) and distributional fairness (Cavallo, Aquilano, & Arvati, 2015; Schülke et al., 2010), impacting already existing inequalities and inclusiveness. The issue of access relates to the expenses of these technologies' affordability and research and development costs. However, the costs are with the integration capability, which depends on the technological aspects of integrating into a functional and error-free network, the two most important determinants of the market launch of AAL (Reichstein, Härting, & Häfner, 2020). Furthermore, in most countries, such technologies are not covered by the health insurance funds, and in most cases, the user will need to bear the costs.

Taking into consideration that a large majority wishes to spend most of their life in their own homes and not in nursing and care facilities, access to AAL technologies deserves much more attention already at the design stage (Duquenoy & Thimbleby, 1999).

In summary, although much is said and written about the incorporation of ethics, fundamental issues can be overlooked with respect to AAL. Some of this occurs because of the burgeoning of ethical experts and confounding of principles, some because technology advances so rapidly that ethics and indeed legal aspects can lag behind. The specific ethical challenges that AAL solutions face imply the need for robust methods, including not only compliance with legal regulations but also the search for excellence in ethics. To this aim, broader stakeholder involvement in all phases of ideation, development and market placement of an AAL solution, namely through the implementation of an ethical dialogue methodology, may prevent, mitigate or solve ethical challenges that can be harmful to the users or simply hinder user adoption (AAL Programme, 2020).
4. Legal aspects

4.1 Data protection and design requirements of data protection law

In Europe, all the technologies that process personal data are governed by the General Data Protection Regulation (GDPR). According to the GDPR, the processing of personal data must adhere to fundamental processing principles such as lawfulness, transparency, fairness, data minimization, and purpose limitation (Article 5). Aside from adhering to the fundamental principles and ensuring an appropriate legal ground for the processing of personal data (Art. 6), data controllers (i.e., the entity in charge of determining the means and purposes of the processing) are subject to many information and documentation duties under the law, including requirements of assessing the impact of high-risk data processing practices, and ensuring the adequacy of data transfers, especially when data is being processed in countries with a less strict data protection regime than in the EU.

Data protection by design (DPbD), as enshrined as a legal norm in Article 25 of the GDPR, requires that audio-and video-based technologies for AAL are conceived with the fundamental principles set out in the GDPR in mind. Broadly speaking, DPbD aims to implement all of the principles of data protection law through technical and organizational measures that are embedded ex-ante and throughout the lifecycle of the system (Tamò-Larrieux, 2018; Bygrave, 2020). Article 25 of the GDPR states that data controllers must implement “appropriate technical and organisational measures, such as pseudonymisation, which are designed to implement data-protection principles, such as data minimisation, in an effective manner and to integrate the necessary safeguards into the processing in order to meet the requirements of this Regulation and protect the rights of data subjects.” Moreover, the principle of data protection by default (DPbDf) (para. 2) requires that these measures ensure that “only personal data which are necessary for each specific purpose of the processing are processed.”

While a seductive concept, DPbD has proven difficult to implement in practice (Schartum, 2016; Garcia et al., 2021; Rubinstein & Good, 2020), but specific research developing methodological approaches to DPbD in the context of AAL technologies is beginning to emerge (Colonna and Mihailidis, 2020). While Article 25 GDPR targets data controllers mainly (they are responsible for implementing measures by design and by default), this interpretation does not consider that a third party often designs technical infrastructures, but it imposes the duty to comply with the norm on the data controller as soon as the controller determines the means and purposes of processing (Bygrave, 2020). The failure to extend the requirements of DPbD to other entities along the supply chain has been criticized in the literature, as it undermines "the goal of ensuring the privacy interests are fully integrated into information system architectures" (Bygrave, 2020, p. 578). Another reason why operationalizing DPbD has proven to be difficult is because the implementation of the principles of data protection law are highly context-dependent. The appropriateness of the implemented design measures depends on the circumstances of the data processing, the risk associated with the data processing, the costs of implementation of such technologies, and the current state of the art. This so-called balancing approach combined with the principles that DPbD targets create substantial leeway and discretion with respect to how design
measures should be implemented. Yet, despite these difficulties design solutions (see part 5.6.1) have been proposed in the literature that enable DPbD to be operationalized. These solutions focus on implementing the principles of the regulation (lawfulness, transparency, fairness, data minimization, purpose limitation, storage limitation, accuracy, and security) via privacy-enhancing technologies and organizational measures (e.g., training, procedures).

4.2 Cyber security

AAL environments (or the smart home concept on which it is based) are extremely complex environments when it comes to guaranteeing the security of their IT systems (encompassing hardware, software services and information). This is primarily due to the heterogeneity of the devices and services deployed in these environments, as well as their limited capabilities (microcontrollers with scarce resources in terms of memory and computation). For many years, IoT efforts have only been focused on achieving real interoperability (although this issue is still a work in progress), neglecting security aspects. A major turning point towards recognizing the importance of information security in the IoT was reached when the Mirai malware (Zhang et al., 2020) enabled one of the largest distributed denial of service (DDoS) attacks against a major DNS server, resulting in service disruption for providers such as Twitter, Spotify or GitHub. In 2017, the European Union Agency for Cybersecurity (ENISA) published a report about cybersecurity and related terminology (ENISA, 2017), setting forth a definition for cybersecurity.

In this report, ENISA further explains that network and information security are considered subsets of cybersecurity (see further ENISA Regulation 526/2013). Further details can be found in the RFC 2828 (Shirey, 2000) about the risks and threats to asset availability, authenticity, integrity and confidentiality. Here asset is employed to refer to information, network, systems, hardware, etc.

Based on these definitions, IoT and AAL technologies share common concerns, in terms of cybersecurity. IoT objects are inherently interconnected, meaning they are exposed to the open world and, therefore, attention should be paid at preventing malicious or careless actions leading to security breaches. AAL is mainly enabled by the advances in IoT or the possibility of having interconnected devices and services gathering and processing data, in real-time, that eventually inform and support intelligent processes in decision making.

At the European level, the Directive 2016/1148 concerning measures for a high common level of security of network and information systems across the Union is intended to ensure the security of the network and information systems of operators of essential services. The Health Sector is considered one of the operators of essential services. However, the scope of this sector is broader than the services considered under the AAL domain. On the other hand, the Regulation 2019/881 on ENISA (the European Union Agency for Cybersecurity) and on information and communications technology cybersecurity

---

certification and repealing Regulation (EU) No 526/2013 (Cybersecurity Act, also known as CSA)\(^2\) aims to achieve a high level of cybersecurity, cyber resilience and trust for ICT products, services and processes. One of the main objectives of this regulation is, in fact, to lay down a framework for establishing a cybersecurity certification scheme, intended to ensure an adequate level of cybersecurity for ICT products, ICT services and ICT processes.

In accordance with this mandate, ENISA is working on the cybersecurity certification EUCC (a candidate cybersecurity certification scheme to serve as a successor to the existing SOG-IS) (ENISA, 2020). This scheme resorts to a selection of components of the catalogue of Security Functional Requirements and Security Assurance Requirements to cover the security objectives stated by the CSA in its Article 51.

The ETSI, which is a European Standards Organization, published the ETSI EN 303645 which is the European Standard that states the baseline requirements for Cybersecurity for Consumer Internet of Things (ETSI, 2020a). This standard provides a set of good practices for devising secure IoT devices and services. This standard, in compliance with the UK (UK Department for Digital, Culture, 2018), Australian (Australian Government. Department of Home Affairs, 2020) and U.S (U.S government, 2018) directives, proposes 60 provisions grouped in 13 best practices (ETSI, 2020b) that we can summarise as follows:

- No universal passwords since preloaded, shared password (e.g. unique default password implanted in the manufacturing process) of the IoT products is a security weak point.
- Implement the means to manage reports of vulnerabilities to make it easy for final users to report any failure detected in the product.
- Keep software updated to avoid IoT devices with security leaks by already reported and fixed security vulnerabilities (e.g. with security patches and/or new versions)
- Securely store sensitive security parameters (e.g. using ciphering mechanisms)
- Communicate securely (e.g. identification of parties involved, authentication, encryption, etc.)
- Minimize exposed attack interfaces including hardware interfaces and software services/interfaces (e.g. ports)
- Ensure software integrity by verifying the software (e.g. using a secure boot mechanism) and detecting unauthorized changes.

• Ensure that personal data are securely stored and managed using best practice cryptography mechanisms.

• Make systems resilient to outages of power and network connectivity ensuring a clean recovery in both scenarios.

• Examine system telemetry data to detect security anomalies (e.g. login attempt failures)

• Make it easy for users to view and delete user data

• Make installation and maintenance of devices easy including set up, software update, etc. informing about the correctness of each procedure.

• Validate input data to detect/prevent security issues.

The objectives listed in the CSA (Article 51), the catalogue of Security Functional Requirements and Security Assurance Requirements of the Common Criteria and the EN 303645 provides an appropriate framework for ensuring the provision of secure, reliable and trusted services for AHA.

4.3 Medical device regulation & health laws

The US, the EU, Canada and Australia have all enacted medical device regulations. A crucial question is whether a specific AAL technology meets the statutory definition of a “medical device” under these laws (Durkin, 2018). In general, the intended use of the technology, demonstrated through such things as labelling claims and advertising materials, is the decisive factor for whether an AAL technology can be classified as a medical device (Colonna, 2019). If an AAL device is intended to be used for medical purposes rather than to promote general health or wellness then it will likely be regulated, unless it presents very low risk (Roth, 2013). Medical purposes include things like diagnosing a disease or treating or preventing a disease whereas wellness purposes include things like promoting a healthy lifestyle (Ell, 2017).

Classifying software raises particular challenges in each jurisdiction mainly because it lacks a concrete, physical form and can have many different functionalities (Colonna, 2019). Here, it must be emphasized that the classification of particular software as a “medical device” or as a simple software has a huge impact: if the latter is the case then the more general requirements for information society services/products will apply and not the much more stringent requirements for medical devices (Mantovani & Bocos, 2017). If an AAL technology is classified as a medical device then it will be given a risk class, at least in the EU and the US. The higher the risk class, the more rigorous the scrutiny of the technology and hence, the more expensive and the more delayed it will be entering the market. Sometimes an AAL technology can be classified as higher risk in one jurisdiction than another because of the difference in the laws, which creates compliance concerns. This can happen due to the different classification rules that exist in various jurisdictions (Colonna, 2019).
Some of the legal issues mentioned above have been reflected in recent legislative developments about medical devices. In May 2017, the EU adopted a new regulation on medical devices (hereinafter the “MDR”), replacing the old legal framework, i.e., the EU medical device directive (hereinafter the “MDD”). After a transition period, the new rules of the MDR have become applicable since 26 May 2021. A particularly relevant change in the new MDR is the expansion of the definition of medical device. According to the MDD, a medical device is a device intended to be used for certain medical purposes listed in the MDD (Directive 93/42). The MDR expanded the list of medical purposes by including, among other things, the “prediction” and “prognosis” of disease (Regulation 2017/745). This may be relevant for AAL tools. If such tools are used for purposes of disease prediction and prognosis, they are more likely to be caught by the new definition of medical device under the MDR. This change is also relevant for standalone software if such software is intended for the prediction or prognosis of disease. In addition, software developers should also be aware of the more stringent classification rules introduced by the MDR. Under these rules, a stand-alone software may be classified independently from any hardware (Regulation 2017/745). Software intended to monitor physiological processes (which is especially relevant for some AAL tools) may be given a higher risk class under the MDR and thus subject to more complex conformity assessment rules before they can be placed on the EU market (Regulation 2017/745).

Developers and manufacturers of AAL devices should also be aware of laws that protect patients’ rights in the health care context. If a device constitutes a medical device and is involved in clinical investigations to test if it is safe to use, patients’ rights that are specific to clinical investigations must be guaranteed (Purtova et al., 2015). These rights are mainly derived from the Helsinki Declaration establishing Ethical Principles for Medical Research Involving Human Subjects and include requirements such as the documentation of risks and benefits, informed consent, measures of compensation, ethical approval before trial and so on (Helsinki Declaration).

It is also worth noting that many countries have laws concerning electronic health records, generally understood to be computer records that originate with and are controlled by doctors (such as Directive 2011/24). A question that arises is whether a given AAL technology constitutes a health record within the scope of such laws. Since a health record is conceived of as something created and used by a healthcare provider, not by an individual through a commercial AAL tool, they are likely to remain outside the realm of legal protection specific to electronic health records.

4.4 General product safety regulation

One of the very first questions concerning AAL is whether we can classify it as a product, or as a service. This classification is vital as different legal norms apply to products than to services. Legislation is more developed and detailed in the case of products than services. In the EU, for example, the Product Liability Directive which lays down common rules governing liability for defective products in the EU, only applies to products (Council Directive 85/374/EEC, article 2). There are no clear criteria allowing to draw a sharp border between products and services. Usually, the most often used ones are: tangibility (products are...
tangible, services not), possibility to be storage (products can be stored, services cannot), factor determining quality (production in case of products, interaction in case of services).

There are a number of legal norms applicable to the general product safety of technologies. This means that even if a product does not fall into the special category of medical devices, an individual may nevertheless be able to bring a claim for injury caused by product defects associated with things such as manufacture, design or inadequate warning. Such claims may be based on direct legislation like the EU Product Liability Directive or indirect legislation such as on a common-law action of negligence (fault-based liability) or strict product liability (no-fault liability) (Andoulsi and Wilson, 167).

There is a lack of clarity surrounding the extent to which pure software applications (i.e. those not materialized or a part of a product in any way) fall within the scope of general product safety laws. For example, it is unclear whether the EU General Product Safety Directive, which imposes a general safety requirement for any product put on the market for consumers, protects users against lifelogging software that lacks tangibility (Directive 2001/95/EC, art 2(a)). Even if AAL technologies can be considered ‘products’ for the purposes of the law, there are additional questions about when these ‘products’ may be considered ‘defective’. Almost all software has errors or bugs, and as such, a question is raised concerning the level of safety that the public can legitimately expect (Emanuilov, 3). As one commentator explains: ‘It is often literally impossible or commercially unreasonable to guarantee that software of any complexity contains no errors that might cause unexpected behaviour or intermittent malfunctions, so-called “bugs”.’ (UCITA, s 403 comment 3(a)).

Furthermore, it is challenging to clearly identify the faulty ‘product,’ where AAL technologies generally involve the use of a number of software packages and hardware devices and involve a variety of actors operating within a complex system (Andouls and Wilson, 171). Here, the European Commission has explained that it is difficult to identify the root cause of product failure in this context and then to allocate liability between the different actors (European Commission 2016, 21). Extending notions of strict product liability to all entities involved along the chain of distribution of an AAL technology raises concern because many suppliers of software components may have little to no idea how their software will be used deep along the supply chain (Paez and Mike La Marca, 2016).

4.5 Consumer protection

Another major legal framework that applies to lifelogging technologies is consumer protection law, which generally seeks to protect buyers of goods and services from unfair or deceptive business practices. In the EU, Article 38 of the EU Charter of Fundamental Rights deals with consumer protection. It states that ‘Union policies shall ensure a high level of consumer protection’. Consumer protection at the EU level is also provided by the Consumer Rights Directive, Ecommerce Directive and Unfair Commercial Practices Directive, among others. These laws seek to ensure that AAL technologies do not make false claims that a product can cure a particular illness or mislead consumers in other ways (Colonna, 2019). The scope of these laws, however, is unclear (Colonna, 2019). For example, while the
Consumer Rights Directive does not apply to healthcare services, it does apply to eHealth service providers who are not medical professionals (Purtova, Kosta and Koops, 2015, 70).

4.6 Intellectual property

Recognizing and securing intellectual property rights in an AAL technology is critical for a developer (Colonna, 2019). Relevant intellectual property rights include copyrights, trademarks and patents (see e.g. Directive 2001/29 on copyright in the information society). Unlike a copyright, a patent would protect the functionality of the AAL technology and not just the underlying computer code (TRIPS Agreement). That said, in the EU it is difficult to get a patent for a software-based tool (Axhamn, 2021).

When it comes to trademarks and copyrights, functionality is often a major barrier to achieving protection since these protections do not apply to useful or functional features. However, it may be possible to obtain copyright protection in features like product instructions, product packaging, and data delivered or created by the device (Berman, 2015).

AAL tools that cannot be protected by patent, copyright or trademark regimes may be otherwise protected as trade secrets (e.g., Directive 2016/943). An advantage of the trade secrets regime is that trade secrets normally do not need to be applied and filed to relevant agencies. This means that AAL tools that meet the legal requirements of relevant trade secret regimes may be offered automatic protection. However, the protection offered by trade secrets mechanisms is generally not as strong as patents and cannot prevent others from developing similar tools independently.

Just as it is important to provide the intellectual property rights of the developer, it is equally important to protect the owner of proprietary rights that may be captured by an AAL device (Colonna, 2019). For example, captured images or sounds may be protected under copyright or trademark law. As such, an AAL device would be prohibited from sharing the content with third parties.

Finally, the user of the AAL technology may be able to raise intellectual property arguments concerning the data collected by AAL devices. Here, it is unlikely that copyright will protect the data collected by the AAL technology since it is not “created” in the traditional sense as there is no artistic or literary work in the data (Kauffman & Soares, 2018). However, copyright possibility lies in database rights, “where legal protection is given based upon how the data is structured, rather than in the data itself.” (Kauffman & Soares, 2018)

4.7 AI Regulation

For many years now, there have been intense discussions about whether AI needs specific regulation and, if so, what this regulation should look like. For example, some have argued that existing legal frameworks and soft law are sufficient to safeguard individuals from potential adverse effects of AI systems while others have contended that specific regulation is necessary. In April 2021, the European Commission set forward a proposal to regulate AI, basically making it the first regime to declare – ethical principles are not enough – the EU needs to create binding rules which can be legally enforced (AI
Regulation, 2021). In the proposal, the Commission sets forward a risk-based approach to AI, which broadly groups AI practices into four groups: unacceptable, high risk, limited risk, and minimal risk. Where an AI system is deemed to be high-risk, then providers will have an extensive range of obligations which are set forward Chapter II and include measures like data governance, technical documentation, record-keeping, transparency, human oversight and accuracy of outputs and security. Regulators will be able to fine non-compliant actors up to €30m, or 6% of their worldwide turnover.

Biometric identification, a technique which is ostensibly applied in many visual-based AAL technologies, is a central concern of the proposed AI regulation. Currently, the proposal only expressly prohibits the use of “real-time” remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement. Outside of being used for law enforcement purposes in publicly accessible spaces, Recital 33 and Annex III(1)(a) explain that “real-time” and “post” remote biometric identification systems should be classified as high-risk. There are also specific transparency requirements for emotion-recognition systems which may be deployed in certain AAL technologies.
5. Societal challenges to video- and audio based monitoring

5.1 Socio-political context in relation to the adoption of video- and audio based AAL

Technological artefacts are a social product, that is to say, they are thought and developed collectively, in particular spaces at particular historical moments to address socio-historical needs (Sørensen and Williams, 2002; Bijker, 2015). Devices that at first might seem outrageous later become a natural part of everyday life (Pollock & Williams, 2009), to later not be needed anymore, as the historical and social conditions that saw them emerge change (Lie & Sørensen, 1996).

The use of cameras and microphones to monitor people in need of care answers then, to a specific moment in the history of Europe when demographic imbalance (Ellingsen, 2006) makes it not possible to provide one-to-one physical care for all the people who need it. However, technological artefacts when implemented in real life, are embedded not only with other technical infrastructures but in human collectives.

Human collectives or social groups live through practices and symbolic representations (Ladislav and Stuchlik, 1983; Cassirer, 1945), therefore, technological artefacts are embedded also in ways of living and cultural understandings (Sørensen, 1996; Croll and Parkin, 1992). Technological development is invariably connected to use, as technology development is an iterative collective process between designers and users (Fleck, 1993). This poses challenges for audio-video based AAL development and adoption in a variety of ways.

First, human collectives may have previous understandings of the technology at hand, video- and audio based AAL can be related by users to activities such as surveillance practices (Lyon, 2001; Lyon, 1998). Cameras and microphones as technical affordances of these devices (Hutchby, 2001) may be understood by users as devices for security practices rather than healthcare provision. Video- and audio based AAL indeed may be used for surveillance rather than healthcare supervision unless appropriate guidelines for use are developed in adopting healthcare institutions or systems. The guidelines of use should frame a justifiable use. Guidelines of justifiable use are in addition to the considerations of the risks related to data use which were already addressed in the legal section of this document.

Another challenge for adoption at an institutional level is its incorporation and coupling with working routines. These devices are currently being implemented in care institutions around Europe, where healthcare workers are identified as primary users of the devices, and vulnerable people because of age or other types of illness are identified as end-users. Even when healthcare workers may have a positive attitude towards the use of these devices (Vuononvirta et al., 2009), their incorporation should facilitate the workflow, rather than becoming one more device whose maintenance takes away time and attention from people in need of care. Technology design and implementation that is not sensitive to the working and institutional settings and infrastructures takes away healthcare workers’ time and attention from patient care to technology maintenance (Weiner and Biondich, 2006). While some
studies report that the use of Information and Communication Technologies in healthcare institutions have had a positive impact, it cannot be taken for granted that its sole implementation will reduce the total cost of the service provision because of the human resources needed to install and maintain these infrastructures (Thorpe et al., 2015).

Finally, because technologies are developed to be embedded in socio-cultural contexts, political systems and the status of power relations could also pose a challenge for adoption (Winner, 1993). Technological artefacts can be used to settle political disputes (Sørensen, 1996; Jasanoff and Kim, 2015), for example, by indirectly implementing the privatization of care services which in turn may lead to enhance social inequalities where the people who can afford it will have physical care and the ones who cannot will receive mediated or machine-based supervision (Tøndel and Seibt, 2019). Political disputes over immigration policy could also be settled through technological projects as well, as working migration for healthcare may be disregarded or not acknowledged (Cozza et al., 2019). It should be avoided statements such as “technologies are doing to society”, the question is how technologies and technology policies can be used by political actors to subtly settle political disputes (Winner, 1980) in some contexts.

5.2 Age in a life course approach: later-life, end-of-life, and dementia.

Sociology has a long-standing concern with prejudices and stereotypes that social groups develop towards different kinds of age groups, this practice is called ageism (Palmore, 2005). It is recognized that social institutions and policies are developed and addressed towards age cohorts also known as generations (Palmore, 1999). However studies emphasize that in order for these policies to be effective they should avoid negative ageism, that is to say, assuming characteristics for a specific age cohort based on stereotypes. In order to avoid this it is recommended to understand the process of advancing on age as a biological process lived in a social and historical context. This would mean to understand that each individual ages in a particular fashion and those generations will age in a different way because they have lived through different social experiences, for example, some having experienced wars (Riley, 1987).

In this respect, for the purpose of technology development and use, it is relevant to disentangle the age with an assumed need for technology. Video-audio-based AAL technologies are used by different age cohorts in Europe and technology developers should be aware that the utility of these devices has no direct relation with any specific age group, in principle. This would entail developing technology free of ageism, with a real exploration and understanding of the users, and not on the basis of age stereotypes. Medical and sociological literature have agreed upon to understand a life course by cycles. Until now, a life cycle has been understood as three thirds in which later-life is regarded to be the third part of that cycle, or the third age (Maddox, 1979, p. 113; Phillipson, 1998, p. 116), but there is no inherent relation between frailty and later-life (Butler, 1980; Palmore, 1999). In this respect, video-audio-based AAL development needs to consider frailty as a condition, a circumstance in the course of a life that may appear at any point of a life cycle and that may prompt the need to use these devices. In short, for the Privacy by design video-audio based AAL, it would be important to consider that frailty is a situation in
life that can be experienced regardless of age, therefore the users may have different lifestyles (Mølholt, 2021).

There is another conceptual discussion in which medical literature, sociology and anthropology have agreed upon. A life cycle ends with death, from an anthropological point of view is precisely this fact why humans create and perform cultural practices aiming to relieve the anxiety produced by the uncertain character of the end-of-life (Bauman, 1992). In other words, while later-life is identified with a third cycle in a life course, the end-of-life, while can be typically related to an extreme age over 90 (Palmore, 1999, p. 5), there are other situations that can bring a human into the end-of-life at any age, while they are young or in mid-life, terminal illness, for example.

In this respect, different philosophical schools have had differing approaches to the concepts of ethics and morality, whereas some branches of philosophy make equivalent the terms ethics and moral, others differentiate them being morality a question of ultimate ends, aiming to ultimate principles or universal laws that answer “ought to” questions (Kant, 1785/1998). In practice, the application of law cannot be separated from moral reasoning (Kerr, 1999, p. 118). Therefore, the development of video-audio-based AAL and its use has also a moral dimension, as it has been stated by scholars, the implementation and use “in a morally acceptable manner” (Hofmann, 2013, p. 389).

Cultural understandings of human collectives involve moral judgments; these are ineluctable of social life (Habermas, 1990, pp. 53-54). That is to say, social groups where video-audio-based AAL devices are to be used may question what type of end-users patients would be valid to use. Moral judgments on what is right and what is wrong are part of human groups (Habermas, 1988; Habermas, 1990) When it comes to healthcare professional environments this take relevance, as they are contexts where human lives are at stake in the everyday professional practice, meaning that death is always a possibility. Caregivers in a general European context might find it troublesome to mediate care with video- and audio AAL for patients approaching the end-of-life, as they may find it not morally acceptable to let them die alone. Caring as a practice (Ray & Turkel, 2014) is a relational activity, the activities to perform care are highly dependent on the needs of each patient. Moral judgements can be a challenge for adoption if these technologies are used for terminally ill people or people with dementia, situations where the advancement of the illness is highly unpredictable and emotional needs are not possible to meet by mediated supervision (Kochovska et al. 2020; Livingston et al., 2012).

To summarize, sociology as a discipline has resisted defining the meaning of age and prefers to use the term ageing as a processual experience pertaining to each individual in which in every stage there are biological, psychological and social needs for a human to have fulfilment in life. Social needs for wellbeing are often underestimated or completely disregarded, more is to be explored in relation to how the promotion of video-audio-based AAL may facilitate the isolation of humans and in this way decrease their wellbeing, but this topic will be addressed in a more comprehensive way in the subsection on isolation in this document.
5.3 Isolation

The notion of solitude comprises at least two different concepts, loneliness and isolation. Loneliness and isolation are often confused; there are important differences between being emotionally isolated (loneliness) and being socially isolated (isolation). Loneliness is the subjective perception of being deprived of a connection with other people, of being excluded from the community, of feeling alone, but not wanting to be. Loneliness is a psychological state: one can be in the midst of lots of people and yet not feel connected to them. Loneliness reflects a dissatisfaction with social relationships that the person has or does not have. Loneliness may elicit feelings of aggression and a desire for revenge (Stevens & van Tilburg, 2000), which in turn inhibit the person’s ability to acquire and develop supportive relations and reconstruct his personal network. In other words, soon or later, loneliness leads also to isolation. Isolation is the objective condition of having too few and too poor social ties, of not being in any relevant social network. Isolation is the concrete condition of living alone.

Both loneliness and isolation may be perceived in a positive way (Long, Seburn, JR, & More, 2003). One may wish to be alone (either emotionally and/or socially) in order to devote oneself to the cure of something valued more than social ties (Mordini E. de Hert P., 2010). The Benedictine motto “Beata solitudo, sola beatitudo” is an example of such a positive understanding of solitude. The idea of solitude as a positive condition is also implicit in the notion of (emotional or social) independence. Such independence suggests a capacity to survive, or even to flourish when social and/or emotional ties are weak or absent.

Despite stereotypes to the contrary, older senior citizens tend to feel isolation less stressful than younger people (Rokach, 2000). Many older senior citizens do not view living alone as particularly distressful. Some deliberately seek to be alone as an expression of independence (Mordini E, et al., 2009). Be that as it may, any prolonged solitude, emotional or social, is likely to impair people’s physical and mental conditions, as countless medical and psychological studies have shown (Cacioppo & Hawkley, 2003). Researchers have demonstrated that both isolation and loneliness tend to accelerate the rate of physiological decline with age. This is particularly true of frail older senior citizens, who are already physiologically and emotionally distressed (Gibson, 2000).

New technologies address both isolation and loneliness. Trends in family structures (e.g., declining birth rates, smaller families, single-parent families, childless, rather than extended families, etc.) and trends in mobility, which increase the physical distance between generations of a family, have resulted in increasing social isolation. On the other hand, new forms of communication — from phone calls to emails, instant messaging, Web meetings, social networking, wireless personal area networks and so on — help to alleviate, if not overcome, isolation. Here, however, the digital divide is critical. Very often, older senior citizens are precluded from using new communication tools, which could help them to overcome isolation, because of their digital illiteracy, which may stem from several factors (lack of user-friendly interfaces, appropriate education, familiarity with computer jargon, financial resources, etc.), as mentioned above.
New digital technologies can also address loneliness. Sites such as Eons, Rezoom, Multiply, Maya’s Mom, Boomj and Boomertown are all examples of websites aimed at senior citizens. Although it is unlikely most older senior citizens could fully exploit these new social media, the second generation of the World Wide Web (Web 2.0) may increase social networking and interaction among older seniors. In the near future, virtual friends may play an important role in the lives of senior citizens. Robotic pets for senior citizens are already a reality and they have proven to be as useful as real animals for senior citizens suffering from dementia (Sakairi, 2004). Japanese hospitals and senior citizens' homes have been experimenting with robot therapy sessions (Tamura & al., 2004). Some scientists believe robots are the answer to caring for ageing societies where the young might otherwise be overwhelmed by the surging population of senior citizens. These robots look like puppies and have built-in sensors enabling them to respond to both contact and a user’s voice, with either motion or speech. At the same time, these robots can be used to monitor the safety of older senior citizens because the interaction between them and their owners can be recorded and accessed remotely. A few robot companions are already in use – such as the “dogs” AIBO and SPARKY – and many others are in development.

The new communication technologies and robot companions do, however, raise ethical issues, ranging from privacy issues (older senior citizens are less likely to be able to defend themselves from informational intrusiveness) to more substantial objections (are we giving machines and virtual contacts to people who ask for warm human contacts?). Moreover, new communication technologies may diminish the interest in going outside the home, which would only compound the reduction in face-to-face contacts. All these issues could be categorised under the common heading of threats to the notion of self-respect. Being somehow forced to consider digital media and inanimate objects as the comprehensive universe of one’s own social life may become humiliating and may hurt self-respect. In other words, the issue at stake is that of emotional dignity, as Badcott proposes to call situations that could elicit profound feelings of personal humiliation (Badcott, 2003).

5.4 Gender and vulnerability

Although age can be a vulnerability factor and thus older adults are often considered a vulnerable population, structural ageism is a form of discrimination. Systematic stereotyping that stems from ageist attitudes, actions or language in laws, policies, practices or culture can be encountered in the legal system, the media, health care provision and the economy, among many other areas. Therefore, ageing is not, as such and by itself, considered a vulnerability factor in ethics since it is a process that can be developed in a variety of different ways and is not always associated with particular experiences of vulnerability (AGE, 2016b).

Bracken-Roche et al. (2017, pp. 2) state that the definition of vulnerability must be “comprehensive enough to capture those in need of additional protections, without overburdening participants for whom protection beyond the norm is unnecessary”. In the legal framework, a person with a vulnerability is usually described as someone who is at a higher risk of harm than others. The statutory term ‘vulnerable adult’ describes people over the age of eighteen, towards whom the state has specific
safeguarding responsibilities, such as: living in residential or sheltered accommodation; receiving certain types of health and social care; receiving certain types of welfare support; being detained in lawful custody (SRA, 2016).

In general, older, impaired or frail people would like to live at their own homes as long as they can. Women tend to live longer than men do and women live longer with disabling conditions (Gender statistics - Statistics Explained³ (europa.eu)). Women are also carrying the bulk of informal care that men as well as women receive. Additionally, most formal caregivers in home care or long term care are women. Audio and video monitoring systems will therefore involve and affect more women than men and therefore a special focus on women needs and demands is needed. GoodBrother will include the gender issue in the guidelines and publications.

The statutory definition of vulnerability is usually very specific, but other aspects may contribute to consider that a person might be vulnerable, such as a personal characteristic, for example, having low income or a low level of literacy. These factors (Figure 2) are the main elements of one of the biggest injustices of the 21st century: unequal access to the internet and ICT’s due to poverty or lack of education and skills.

![Figure 2. Vulnerability factors (retrieved from (SRA, 2016))](https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Gender_statistics³ (last accessed: 07/12/2021))
5.5 Social inequalities and spatial considerations

From research on digital inequality and digital divides more broadly, we know that access to digital technology, digital skills, and benefits from digital technology are unevenly distributed within and between societies (Lutz, 2019; Robinson et al., 2015, 2020a, 2020b; Van Dijk, 2020). Privileged individuals who possess disproportionate economic capital (e.g., income, wealth), cultural capital (e.g., education, family background), social capital (e.g., being part of elite networks), or who are otherwise advantaged (e.g., in terms of gender, ethnicity, disability, age, or caste) tend to fare better. They have higher quality access to digital technology. For example, they often have more modern and cutting edge software and hardware at hand. Underprivileged individuals, by contrast, rely disproportionately on mobile access, which comes with substantial downsides in terms of functionality, openness and productivity (Napoli & Obar, 2014). Privileged individuals also tend to have better digital skills than disadvantaged ones, with education and age playing a particular role (Van Deursen & Van Dijk, 2011, 2015). Finally, capital-enhancing uses (i.e., digital technology uses that improve life chances) are more widespread among privileged citizens (Zillien & Hargittai, 2009). Thus, the benefits from digital technology accrue disproportionally to those who are already advantaged in society (Blank & Lutz, 2018; Lutz, 2019; Van Deursen & Helsper, 2015).

AAL technology comes with particular challenges in terms of digital inclusion as it is deployed on and with user groups that have been shown to be on the “wrong” side of the digital divide in terms of several social categories such as age, gender, and disability. Such low levels of access, skills and familiarity with digital technology more generally. Especially if the technology is employed in rural settings and or in regions of countries with low internet/digital technology penetration among the target group, meaning that there might be substantial barriers and resistance to adoption as well as misunderstandings about the technological capabilities and limitations. In addition, there are considerable divides not only between the target group and the general population but in particular between the target group and those developing and deploying AAL systems. In other words, the power asymmetries that exist between different stakeholders in the AAL ecosystem are potentially more severe and extreme than with other digital technology (e.g., smart speakers, social media). This could lead to governance challenges, ethical questions and potential misuse of the technology. Thus, sufficient safeguards need to be in place to make this a truly inclusive technology, ideally safeguards that reduce the aforementioned power asymmetries. Beyond design-related strategies (see next chapter) and legal protection (see chapter 4), strengthening digital literacy and user self-determination should thus be an important consideration. Literacy initiatives should be holistic and not only focus on technical/operational skills but also on contextual aspects that connect to the lifeworlds of the (end-)users.

In relation to the urban and rural spatial contexts, its development should consider the differences in these settings, the latter with characteristics such as bigger houses and longer distances to physically reach the people in need of care (Jordan et al., 2004; Petersson, 2011). Human groups have also other-than-human elements in life situations and ways of living, elderly or fragile people living at home may
share their spaces with other people or companion animals (Erickson, 1985; Chur-Hansen et al., 2009; Baun and McCabe, 2000), that is an additional challenge in terms of behavior prediction and development of video-audio based AAL technology.

5.6 Participatory design and socially driven innovation as opportunities

5.6.1 Participatory design
A small number of prior studies in computing research looked at situating design scholarship in the Privacy by Design context (PbD) and developed specific methods and taxonomies to involve various stakeholders in a privacy-inclusive design process, for example, participatory design and co-design (e.g., Wong et al., 2019). Other scholars conceptualized as well design instruments like toolkits and patterns to aid transfer knowledge between design research and design practice (e.g., Luger et al., 2015). For example, Yao et al. (2019) conducted a co-design study to explore user-centred privacy designs for smart homes. Instead of designing privacy tools only by experts, the authors engaged various groups of participants with diverse backgrounds and levels of experiences to explore how people desired to protect their privacy in the domestic context.

Privacy, with its associated concerns of continuous data collection, sharing, and misuse, has been identified as the main roadblock for adoption in smart homes. Authors such as (Jacobsson and Davidsson, 2015) have distinguished six key design factors to enhance privacy mechanisms for smart homes: (1) data transparency and control; (2) security; (3) safety; (4) usability and user experience; (5) system intelligence; and (6) system modality. However, the authors also point out that power dynamics and social relationships lead to varying privacy norms. By discussing the intricacies of privacy in the context of home, the authors posed an open-ended question for designers: “Whose privacy should be protected and who should make the decision?”

Driven by the convoluted legal rules and incumbent privacy regulations when it comes to personal data protection, Luger et al. (2015) created and field-tested a privacy-focused design toolkit to be employed at the early stages of a design process. The solution called ideation aimed to tackle hindrances in the design of interactive systems, which need to process and store personal user data, as well as to highlight emergent European data protection issues and associated. The toolkit, a collection of GDPR-inspired cards, is geared toward design practitioners and researchers to conceptualize operationalizable heuristics and development guidelines, which can be used in system design. During deployment of the toolkit with several groups of design practitioners they concluded that despite an emergent call for accountability in design, the data protection regulation is merely viewed as a compliance issue. They concluded that, while wishing to protect users, designers struggle to engage with regulations. The authors, ultimately, called for the development of translational resources to draw designers into the co-production of meaningful privacy heuristics by implementing human-centred design approaches to regulation (Colusso et al., 2017).
5.6.2 Socially driven innovations for an aged population

Socially driven innovations, with its shortened name social innovations, are social and technical solutions combined to address social problems. According to Robin Murray, Julie Caulier-Grice, and Geoff Mulgan (2010), a social innovation may be characterised as novel strategies, ideas, goods, services, and organisational forms targeted at meeting unmet needs, particularly those at the periphery of different sectors of the social system. These innovations are defined by their social aims, the social methods by which they are accomplished, and the fact that they result in the formation of new social relationships and collaborative links. These innovations broaden the scope of public activity by improving social capital and promoting an ethical entrepreneurial culture.

Liangrong Zu (2013) defines social innovation as the development of new solutions to social problems that are more effective, efficient, and sustainable than previous solutions and that are created with social goals in mind rather than for the benefit of private individuals. According to Zu, social innovations are often connected with social entrepreneurship, but they may also be defined as innovation in public policy, governance, inside government, inside for-profit businesses, or within the third sector. However, social innovations are more often created at the nexus of many sectors via various hybrid and cross-sectoral collaboration types (Felix & Klimczuk, 2021).

According to Rolf G. Heinze and Gerhard Naegele (2012), social innovation is critical in ageing populations for at least seven reasons. These include the following: (1) a modification of working conditions to demographic change; (2) the need to promote the workability and employability of older employees; (3) the need to alter health care solutions and long-term care systems; (4) the need to adjust housing conditions to enhance independent living; (5) the need to develop lifelong learning systems; and (7) the need for a diversified stakeholder and policy mix. Additionally, the review by Andrzej Klimczuk and Łukasz Tomczyk (2020) identifies at least five themes in studies on social innovation for older populations: (1) critical evaluation of older people’s social image; (2) innovation and quality of life; (3) innovation in the context of supporting active and healthy ageing; (4) transformation and modernisation of care services; and (5) development of crucial competencies and creativity of older people. All of these considerations point to the essential need for a more cross-sectoral and multi-sectoral approach to the challenges of ageing societies.

Heinze and Naegele (2012) use the idea of ambient assisted living (AAL), also known in the literature as networked living or smart living, to highlight solutions developed for older individuals as an example of social innovation. These goods and services include the use of mobile devices such as smartphones and tablets, which may run software that encourages a healthy lifestyle or enable users to easily assess the nutritional content of goods adapted to the senior diet. Another example is serious games, which may influence or mobilise individuals to modify their behaviour via the inclusion of tools for health prevention, promotion, and rehabilitation. For instance, Nintendo’s “Brain Age” initial edition has sold nineteen million copies worldwide. The objective of this game is to exercise the brain with mathematics, arts and letters, and Sudoku challenges. Thus, cognitive-enhancing activities can be presented in a motivating and engaging manner (Sixsmith, 2013).
Social innovations are also seen as a subset of the social or solidarity economy. However, a significant portion of these solutions is developed in sectors connected to public services and as part of corporate social responsibility (CSR) or creating shared value (CSV) programmes (Felix & Klimczuk, 2021). Some researchers argue that the notion of social innovation originated in the writings of classical sociologists such as Max Weber and Emile Durkheim, as well as economists Karl Marx and Joseph A. Schumpeter (see Jenson & Harrisson, 2013). Weber, for example, tried to establish a link between social order and creativity, which may aid in changing people’s negative actions. Durkheim examined the effect of technological advancement on the changing social division of labour. Marx called attention to the changing patterns of uneven power and income distribution. By contrast, Schumpeter emphasised the critical role of entrepreneurs as change agents as a driver of economic progress.

Only in the 1990s did the notion of social innovation resurface, this time in the context of seeking answers to the negative consequences of economic transformation brought about by the spread of information and communication technologies (ICTs), like the digital divide and climate change. The financial crisis of 2007–08 heightened interest in creating social innovations to resolve the fiscal deficit issue. President Barack Obama of the United States of America (US) created an Office of Social Innovation and Civic Participation in the White House in 2008 (OSICP, 2021). While the European Commission first financed research on social innovation in the 1990s, the European Commission supported the Social Innovation Europe programme in 2011 to identify and implement innovative social solutions to social challenges (European Commission, 2021). However, it is necessary to emphasise that many modern social innovations originate in the Global South and take the shape of more informal efforts and less institutionalised forms.

Social innovations are inextricably linked to the three economic systems that intend to contribute to the well-being of ageing people: the silver economy, the creative economy, and the social and solidarity economy. These economic systems may be coupled with new theories of change that emphasise incentives rather than disincentives, that prioritise encouraging rather than discouraging desirable behaviours (so-called “push-pull” models and “urban acupuncture”) (Lerner, 2014; Zu, 2013). Additionally, social innovations may be seen as a source of new development due to their considerable benefit. Numerous social breakthroughs are built on the use of universal access to ICTs and information (through Creative Commons and open access policies, for example), which has never occurred in the past.

In her study, Halima Khan (2013) shows a need to investigate at least four areas of social innovation for older adults and ageing societies, resulting in systemic change when combined. The first area is product and service innovation, which encompasses new technology such as ICTs and genomics and new methods for gathering statistical data on health and social care and online consultations. The second area of innovation is market development, which encompasses novel business models, organisational structures, and new markets. We can assume that this field includes social enterprises serving older adults and segments of the silver market such as informal care, self-help groups, intergenerational assistance activities (such as do-it-yourself, shopping, and cleaning), personal health budgets, and new
public procurement tools. The third area of innovation is political leadership, which encompasses new laws, legislation, and infrastructure and coordination of health and social services and public involvement. The fourth element, dubbed cultural innovation, encompasses new social norms, behavioural change, and the potential for the emergence of social movements that advocate for systemic change, for example, under the banner of a “society for all ages” or “age-friendly cities and communities.” These domains may be merged, as recommended by mixed economy theories of welfare and governance, via collaborations of diverse entities and stakeholders from diverse sectors and economic systems. In summary, in order to tackle the social challenges surrounding the development and use of video-audio based solutions, it will be necessary to create community-based projects aimed to foster age-friendly societies, that go hand in hand with privacy by design technologies.
Conclusions

The global population is ageing. Given that age is the primary risk factor for many diseases and coupled with the concomitant advances in healthcare technologies and modern medicine permitting individuals to live longer with chronic conditions, the introduction of AAL is inescapable. Whilst AAL technologies offer hope in addressing economic challenges to healthcare and the prospect of prolonging independent living thereby improving life quality, the underlying ethical concerns and legal issues cannot be overlooked.

It could be argued that as all technologies need to pass certain regulatory processes, the legal aspects pertinent to AAL have been addressed. The relevant regulations such as the GDPR cover collection, use, processing and sharing of personal data. Consumer protection laws deal with the safety of components used in these technologies. Yet as technologies advance, the laws must stay abreast of such progress. A framework for which further research can be performed is presented. It concludes that AAL technologies require a legal system that both promotes their development while at the same time safeguards against risks posed by the technology. Here, it is clear that the law is failing to provide a speed of adoption commensurate with the development of the technology. Not only are there serious uncertainties in the application of existing legal frameworks to AAL technologies but there is also a lack of appropriate legal restrictions and precautions to control some of the risks posed by lifelogging technologies. It is recommended that a more holistic approach to the regulation of AAL technologies is taken, one that integrates deeper technological and international perspectives than the current legal framework represents.

The more nebulous aspects of AAL application lie with the ethics of their implementation. AAL technologies are by their nature intrusive. They can also be deemed to be overprotective which can subtly erode respect for autonomy. The benefits brought by AAL need to be carefully weighed against the risks and the risk/benefit ratio assessed on a regular basis as individuals age and applications of technology change. An ethical approach and a thorough understanding of all ethical principles relevant to surveillance-monitoring architectures are essential. AAL poses many ethical challenges, raising questions which will affect immediate acceptance and long-term usage. Furthermore, ethical issues emerge from social inequalities and their potential exacerbation by AAL, accentuating the existing access gap between high-income countries (HIC) and low and middle-income countries (LMIC). Ethics should be incorporated at the AAL design stage taking all of these aspects into account and evaluating (i) beneficence, (ii) non-maleficence i.e., a risk/benefit analysis (iii) respect for autonomy, and (iv) protection of confidential information and data that may reveal personal and sensitive attributes

The social issues focus on the impact of AAL technologies before and after their adoption. Some are rooted in the collective understandings of the technology at hand, whereby users can relate audio-video based AAL to activities such as surveillance practices. One of the prominent social and design challenges will be facilitation of the workflow and avoiding the sense of additional technological burden. Taking care of that will directly impact institutional and individual adoption of AAL. Future AAL technologies
need to consider all aspects of equality such as gender, race, age and social disadvantages and avoid increasing loneliness and isolation among, e.g. older and frail people. Finally, the current power asymmetries between the target and general populations should not be underestimated nor should the discrepant needs and motivations of the target group and those developing and deploying AAL systems. These differences could lead to governance challenges, serious ethical questions, and potential misuse of the technology.

Whilst AAL technologies provide promising solutions for the health and social care challenges, they are not exempt from ethical, legal and social issues (ELSI). A set of ELSI guidelines is needed to integrate these factors at the research and development stage.
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